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A bstract—A  c e n t r a l  a s p e c t  o f  m o s t  s p a c e
missions 1s the acquisition from space of unique,
mlsslon-speclflc  data and the subsequent return of
t h e s e  d a t a  t o  E a r t h .  B e c a u s e of technological
requirements and constraints and the related design
of the mission, a data storage subsystem, based on a
data storage technology, Is typically used to buffer
data from the spacecraft and Its instruments before
raw or processed data are returned to Earth. The
selection of tbe appropriate data storage technology
for this function Is based on a variety of
considerations, including reliability, capacity,
readiness, availahillty, mass, volume, power
c o n s u m p t i o n ,  d a t a  r a t e ,  r a d i a t i o n  Insensitjvlty,
nonvolatility, environmental stabjlity, vibration
Insensltlvity, data management flexibility, and
cost, among other  i s sues .  Here ,  da ta  s torage
technology selection, ranging from magnetjc tape
recording to soild-state  memories, for past, present,
and future missions, such as Voyager, Casshd, and
Pluto F1yby, will be rev i ewed  as mission
requirements evolve, mission needs and designs
become more complex, and progress Is made in data
storage technology.

1. INTRODUCTION

The acquisition and return of unique data from space 10
Earth is typically the central aspect of space missions. The
data of interest typically include visual image data; other
science and environmental data including data from particle,
field, radiation, and other detectors; and engineering and
telemetry data which provide information on UIC state and
location of the spacecraft for control pttrposcs, Since most
missions have instruments which acquire data at dif fcrcnt rates
and times, and since playback typically occurs at yet other
rates and times, a data storage subsystem is typically used to
buffer the data acquired by instruments prior to transmission to
Earth.
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At present, many space missions arc planned as onc-of-a-
kind, first-of-a-kind projects. As such, realizing a successful
mission is usually very important. Space missions arc
lypically designed to obtain data in locations either near the
Earth or in the solar system and beyond. The ability to effect
repairs during a mission can bc limited, impractical, or
impossible. Technological performance at a systcm lCVC1  is
governed first by the amount of performance that can bc
obtained from the components in each of the subsystems.
Thus, both near-Earth and planetary missions, by their very
nature, have constrains in which technological perfcumancc is
ultimately linked to mass, power, and volume. Second, limils
exist on the amount of hardware and resources that can bc
brought to bear in a mission because of launch and ground
systcm conslrainL$.  These constraints include limits on the
performance of subsystems including data-gathering
instruments, propulsion, telecommunications, and spacecraft
control. Constraints from the launch and space environments
as WCII as the space data channel cnforcc  these constraints.
Definition of the data storage subsystcm is thcrcforc affcctcd
by technological performance of data storage technology as
WCII as the other technology elements which arc used [o
gcncratc da~? and to relay data to Earth. Th&sc  combined cffccLs
dictate that da[a storage technology selection is the result either. . . . .
of optimization or compromise bctwccn a var]cly of
constraints. Data storage technology selection is thcrcforc
driven by a combination of technological capability,
technological reliability, performance at a systcm  lCVC1,  and
practicality of implementation and risk avcrsivcncss at a
projczt  Icvcl.

II. SPACE MISSION RIQUIIWM1’.FWS

Most space missions essentially can be categorized either
into earth-orbiting missions, in which spacecraft arc operated
near Earth: or piancmry  missions, in which spacczraft vcnlurc
away from Earth into the solar system and beyond. While both

+ “’ types of missions have launch and environmental constraints,
categorical diffcrcnccs  in performance and technological
implcrncntation  can be made which arc Iinkcd to the distance
bc[wccm  the spacecraft and Earlh during operation. Shown in
Figure 1 is a graph of the functional storage and data rate
rc,quircmcnts  for a variety of past and current missions and
future mssion  concepts whose rcquircmcnLs  arc dctcrincd by
yc.ar. [1-35] These missions inclu(fc the well-known planetary
Mariner, Viking. Voyager, Mars Observer, Magcllan,  and
Galileo missions which have been launched over the paSl
thirly  years. Also included arc missions such as Cassini which
arc planned for launch over the ncxl fcw years as WCII as
projected missions, for example, to Mars and Plum which arc
being studied for kWJJICh  over the ncxl dccadc.

IJigurc  1 shows that da[.a storage and dam rate rcquircmcnts
have bcm gradually incrwsing. Trends for data sloJ’agc capacity
rcquircmcnts  arc growing by onc order of magnitude
approxima[cly  every twenty-four ycors,  and data ram
rcquircmcnts  arc growing by rrnc order of magnitude

Page 2



,.

approximately every fourteen years. It is also observed that
absolute values of storage arc only now beginning to exceed
onc gigabyte, while data rate requirements are approaching one
megabyte per sceond for planetary missions.

Figure 2 shows the dependence of resource consumption
rcquircmcnLs  [1-35] as a function of space mission. Power
consumption and mass allocations arc both observed to
decrease with time, both at a rate of approximately onc order of
magnitude every thirty years. Volume allocations arc observed
to dccrea.se  at a rate of approximately onc order of rnagnitudc
every twenty-t wo years. Bit-error rate rcquircmcnts  arc also
seen to improve, such that the number of bits in error per
number of biLs transferred is expected to reduce by onc order of
magnitude every dccadc.

The data shown in Figure 3 provide normalized performance
metrics [1-36] which provide a measure of performance
efficiency and technological advancement. First, the
performance efficiency of stomgc  capacity and data rate per unit
rcsourcc is seen to incrcasc  uniformly. The first of these
rnctrics  is the peak data transfer rate normalized to d)c peak
consumed power. Data transfer rate and power arc related; and it

. . . . . is observed that the data rate supporlcd pcr unit of pc)wcr
incrcascs by onc order of rnagnimdc  per decade.

3’hc second metric, which is the product of the data transfer
rate and the bit-error ralc, is decreasing at a rate of
approximately onc order of magnitude every twenty years.
Thus, the bit-error rate rcquircmcnt  is decreasing at faster rate
than the data transfer rate is increasing, so that the reliability
requiremcnLs  appear to bc more stringcnl  as time advances.

The normalized metrics in Figure 3 which relate 10 the
storage requirement per unit mass and volume arc increasing at
a rate of onc order of rnagrritudc per fourteen years and twelve
yc.ms, rcspcctivcly. A more detailed look at those metrics
irrdicatc rapid increases in stomgc efficiency in the, 1960’S  and

-i r“ early 1970’s, steady growth in the 1970’s and 1980’s, and a
range of values including an incrcasc storage efficiency
rcquircmcnts  for the next dc.cadc. While storage requircn~cnLs
arc growing, the need to store additional daL~ in less m~iss  and
volume is growing more rapidly.

The second type of trend shown in Figure 3 is based on the
fact that magnclic  tape rccordcrs have historical y been the
tcchntrlogy  of choice for space data s(oragc  applications. For
lapc recording, linear density bccomcs a Incasurc  of
technological perforrnancc.  The linear storage dcnsi(y  that has
been achicvcd  in space tape recorder systems in the 1970’s and
1980’s is comparable to those achicvcd with commercial L~pc
and disk products. However, as shown through the 1980’s, the.
rate at which commercial linear storage densities [37-39] arc
increasing, at approximately an order of magnitude. pcr dccadc,
is greater lhan thal sustained in space L~pc rc.corder sys[crns,
which show an incrcasc  of an ordc.r of magnitude c.very twenty
years.
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Figure 1. Storage capacity and data transfer rate
rcquircmcnLs  as a function of the selcctcd  space missions’
functional rcquircmcnts  date.

Figure 3. Normalized dala lransfcr ralc and storage
rcquircmcnts  metrics as a function of the sclcclccl  space
missions’ functional rcquircmcnts  date.
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Environmental requirements arc important to space data
slorage systems in addition to absolute performance and
performance efficiency. Sclcctcd launch and spaceflight
environmental requirements [40-42] are shown in Table I.
These requirements provide a general indication of the
environmental constraints data storage technologies and
subsystems must satisfy.

Pa!lUMW
Temperature
Temperature change rate
pressure

Prwssurc change rate

Relative humidity
Radiated emission:
Broadband
Narrowbarrd
Solar pressure

Magnetic field emissions:
Subsystem production
Dcmagncti7alion  exposure

. . ... DC from launch vehicle
AC from laurlch vchiclc
From plancLlry objccLs
}Jrom  lightning

Vibration:
Sinusoidal
Random, RMS
Random, spectral dcnsit y
Acoustic lCVC1
Launch acceleration

Mchmoid intcrcc~tion:

27810318 K [5 to45 “C]
-2.8 to 2.8 mK/s
1 0-12 to 105 N/m2
[10-14 to 760 torr]
6 kN/m2

[45 torr/s]
01070%

<0.316 V/m/M}lz
<3.16 mV/m
<10-5 N/m2

<2 nT/’kg  @ 1 m
<5 mT
<320 pl’
<10pT@>30Hz
0.025 tO 50 ~T
<75 A/n)

20 @).pk @ 23-60 Hz
17.2 grnl~
0.2 &Hz @ 2O-1OOO Hz
<400 N/n~2
<6.75 G

Averaged product-of m&w and 2 ~g-impacts/cm2
flucncc
Mean density 0.5 g/cm3

% r“ Mean penetration velocity 17 km/s

Table I. Sample sclcctcd launch and spaccflight
environmental rcquircmcnts  relevant 10 a space dakl sloragc
S)’StCliL  [40-42]

As shown in Table 1, a number of paramclcrs  arc spccificd
since a spacecraft is subjected to environments on earth, during
launch, and in space. First, the tcmpcralurc  and pressure ranges
and the maximum ailowcd  ralc of change in temperature and
pressure arc lirnitcd.  Since solar radiation is nol negligible
when rnatlcr is present, controlled heating is feasible, and
electronics and materials selections arc simplified bccausc  of
cxpcricncc  on Earth at Earth’s tcmpcralurcs,  a rcla(ivcly warm
lcmpcraturc  range is required as oppo.scd  to a cryogenic space
cnvironmcnl. The pressure change range spans many orders of
magniludc,  ranging from F.arth’s  aunosphcric  pressure to the
vacuum in space. This range is allowed since most materials
and coatings can tolerate large quasistatic  changes in pressure,
and Iocalizcd coatings and seals canal be used for sensitive
ckMIc1]L$.  Second, ]imiL~  arc provided on lhc radiated clcctrica],
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solar, and magnetic emissions which any subsystcm  must
accommodate and will bc allowed to gcncratc. These lin~iL$ are
placed to aczommodatc  launch and space environmental effects,
and to mitigate the production of clcctromagnctic  noise which
would affect the data from scicncc instruments. Third,
vibration, acoustical, and acceleration limits arc provided
which spacecraft subsystems must bc designed to withstand.
Most of these limits arc associated with propulsion, during
either launch from Earth or midflight  trajectory changes.
Fourth, spacecraft subsystems must bc prepared to withstand
certain lCVCIS  of bombardment from small particles that the
spacecraft may sec as it lravcls  through space. Physical
shielding and coatings arc nominally used to protect
conlponcnL$  and subsystems from darnagc.

111. TECHNOLOGY SF.IXCTION:  MAGNEI’lC TAI’E

The data storage technology of choice for space applications
from the 1960’s through the 1980’s has typically been
magyrctic tape recording. Tape recording is a u.sable and useful
sloragc  technology for buffering and transmitting images and
scicncc  and cnginccring data, Tape recording has been sclcztcd
bccausc  of technological availability, and capat)il  il y to provide-. ---
~~tisfactory  performance through ncccssary  cnginccring.  Tape
rccordcrs  to crcatc data storage subsystems that provided very
cffcctivc  mcmrs for rctrrrnirrg  space &lL7 10 Fhltr.

]n order to salisfy  environmental constraints, cnginccting
and operational adjustments have been made. 10 satisfy
tcmpcraturc  range, first, clcclronic  component fabrication,
sclcclion,  and testing was performed. Extensive tape testing,
mpc ccrlification,  and head-medium inlcrfacc testing was
pcrforrncd to select the head-tape combinations and humidity
and pressure conditions that maxim iz. cd life, time, and
minimized wear, stiction, shedding, and dropouts. Tape
rcplaccmcnt  from Conlrdkd 10Ls was also performed if life.time
linliL$ were being approached based on ground tcsLs. Second,

+ r.
beau.sc the tape and transport, as well as the electronics, have
lcmpcraturc limits, the tcmpcraturc  ranges, gradients, and
fluctuations to which a L?pc rccordcr arc subjcctccl arc limited.
I’hc [cmpcrahrrc  ranges of the data storage subsystcm  bays arc
regulated, using sensors, hh~tcrs,  vcnls, louvc.rs,  and rrrdialivc
and conductive cooling.

The wide pressure range, as shown in I’able 1, is
accomodatcd  by the dam storage systcm  by cncasirrg the tape
rccordcr  in a hermetically .scalcd unit. O-ring SGIIMI and welded
stainless steel enclosures arc used to maintain pressure within
the lapc rccordcr  lransport Within a tape rcc.order, gas
pressurization and humidity arc corrtrollcd  to keep the tape
from disintegrating. Proccdurcs  to minimize contan)ination  as
well as to remove fungi and inhibit fungal growlh were atso
implcmcntd.

Insensitivity to vibration is achicvcxl  lhrough  spring
mounting of the rccordcr’s  chassis, hearing selection, and
design of a transporl  which keeps (hc lapc under tension.



During periods when vibration is expected, such as during
launch, trajectory changes, or pyro events: the tape transport is
operated to rcducc  localized stresses on the bearings which
could cause cracking and chipping. The induced rotation of the
reels also serves to keep the tape from unraveling or slipping
from the reels, which itself could serve as a catastrophic failure
or induce long dropouts caused by gaps in head-to-medium
compliance.

Rotation of the reels and transport clcmcnts  in a tape
rccordcr is a source of torque within a spacecraft, Since
maintaining the attitude and articulation of a spacecraft is
important for maintaining communication with and power to
the spacecraft, since the amount of propellant onboard a
spacecraft is limited, and since the firing of thrusters during
data acquisition is usually not desired, minimizing the angular
rnomcntum produced by the rccordcr  onto the .q)acccraft  is
important. Counter-rotating reels arc typically used to satisfy
this criterion.

Bccausc  the electronics arc typically exposed to the very
low pressures of space, precautions need to bc taken to avoid
electrical di.schargc  and arcing bctwccn componcnL$. Polymeric

-. . ..- coatings arc usually placed on electronic boa~ds around
connecting pins to incrcasc the dielectric breakdown voltage.

As tape rccordcrs arc used, tape passes arc viewed as
consumables since tape tensioning mechanisms, and media
expansion, and media and head wear arc life-limiting features.
While the number of tape passes arc Iimitcd,  it has been
possible to incrcasc the number of tape passes that arc
spccificd.  For example, 2400 tape passes were spccifcd for the
Mariner Venus/Mercury mission in 1973, while 14950 tape
passes were spccificd  for the Galileo mission to Jupiter in
1979. The number of start and stop cycles, head-to-tape
vclocily  changes, and tape reversals also affect lifetime. While
300 such cycles were spccificd  for the Mariner Venus/Mercury
mission, 23,000 cycles were spccificd  for Cialilco.

* “
l’hc linear dcnsi(ics  achicvcd in space tape rccordcrs have

bczn comparable to those achicvcd in commercial taps and disk
systems, though the rate of growth has been higher for
commercial systems. The !incar bit density basclincd for the
Voyager mission in 1976 was approximately 210 kb/m, while
that for the Magcllan  mission of 1989 was approximately 827
kbfm.

Bil-error rate (BER) specifications have also been
improving. While the 13ER specifications ranged from 10-3 to
10-5 for missions through the early 1970’s, typical BER
values improved from 10 -5 to 5X10-6 for missions from the
la(c 1970’s through the 1980’s.

Since most missions were conccmcd  with buffering scicncc
data from onc or more instrumcrrts  along with low date rate
cngincc.ring  daL~, Mpc rccordcrs provided cffcctivc rncans for
brrffcring  streams of data at onc rate and playing back data to
Earth, when ready, al other data rates. Bulk mcrnorics,  initially
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bawd on core and plated wire technologies and more rcccntly
based on CMOS technology, were r.rscd to help organim data
to rcducc data fragmentation; place time stamps, markers, and
headers; and minimize ncwdcd  tape velocity changes. The
transport, the head-mediurn channel bandwidlh, and sclcctab]c
signal preamplifiers allowed supporting chmrgcs  in data ra[e by
more than two orders of magnitude bctwccn either the high or
low r-word  and playback rates.

progress in transport technology is also evidcn[.  Peripheral
drive transporm  with a single hysteresis motor were initially
us.cd, until rcplaccd by multispccd, bidirectional, co-planar rccl-
to-reel transports using peripheral belt/capstan differential
drives. By tic late 1970’s, multispccd,  co-axial, reel-to-reel
trmrsports  using negator spring/capstan differential drives were
in use.

Detecting the cnd of the tape in a reel-to-reel systcm is
nc.ccssary to avoid the 10SS of data and loss of the rccordcr.
lndrrctivcly-dctcctcd  splices were used initially, until rcplaccd
by optical dctcztion  using sections of transparent tape.

llowcvcr,  as electronic technology, including nlcmory and
storage tczhnology,  advanced, the lin~i@tions  of tape bccmnc  a
greater concern. Since basic operations for storing and
accessing data, such as tape usage and Skirt and stop cycles,
bccamc linked to rccordcr lifetime, tape rccordcrs cffcctivcly
offered Iimitcd  cyclabilily.  Motor operation bccomcs a
reliability concern, which also consumes power and affccLs
attitude and articulation of the spacecraft. lapc anti rccordcr
testing bccomc  significant issues. Tape rccordcr  operations
thcrforc bccomc rnorc of a concern with added risk. In tape,
data fragmentation bccomcs  a concern. As data stora.gc
rcquircmcnts  evolve, from more simple data buffering
scenarios to more complex, computationally-based scenarios,
rape begins to offer more and more constraints.

IV. TEJ31NOI OGY EVOI .UTION SOIJD STATE RECORDING

In the 1990’s, space data storage tcctmology  selection is
going through a transition. Sornc of the limiLltions  associated
with tape technology and Llpe rccordcr  systcm architectures arc
motivating the usc of solid-smtc  technologies. In particular,
silicon-based semiconductor memory, typically in~plcmc.nted
as dynamic random access memory (DRAM), is being
basclincd  as the sloragc tcchrmlogy  of choice. While
scrn iconductor  tcchnolog  y offers its share of limitations and
concerns, and wbilc  it is not ncccswily ideally suited for space
applications, semiconductor memories arc showing a
capability, through technology dcvclopmcnt,  cnginccrirrg,  and
systems methodologies, for being usable in data storage
applications in the .samc way that L?pc recording was applied.
Table 11 provides a space sysicms viewpoint that compares
magnetic tape rc,cording with semiconductor solid-state
rccordirrg.  The space applications environment also provides
insight into the nature of the technological crossovc.r [44] that
occurred bctwccn  semiconductor memories and magnetic core.
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This crossover is analogous to the crossover that is projcctcd
to occur between semiconductor mcrnory and magrrctic  disk
sloragc  commercially.

Em!ml!x
~“cchnology rcadirrcss
Technology growth potential
Slomgc cxpandabilit y
Data rate flexibility
Implementation modularity
Random access Capability
Sloragc nonvolatility
IG~diation  hardn~<s
Ilit-error immunity
Rcliabilit  y
Mass
Vdumc
Power
cost

Magnetic

%!@zs
Good
Fair
Good
Poor
Poor
Poor
Excellent
Exccllcrrt
Good
Fair
Fair
Fair
Fair
Gcod

Semiconductor
RAM-bawd
I!XQKlm
Gocd
Rxccllcnl
(id
13xccllcrtl
Fixccllcnt
Ilxccllcnt
Fair
Good
Ilxccllcnl
ciood
Goo(i
(iood
W(X1
Gal

Table 11. Subjcdivc  performance comparison bctwcrn  tape. . ..-
and semiconductor memory-based .solid-state rccordcrs.[ 19-28]

Several  reasons cxisl which juslify  the usc of
semiconductor memories for space data storage. Progress in
sc,miconductor  memory technology and packaging make 10
G13ytc data storage systems feasible and cosl-effective from a
space data storage technology standpoint. DRAM
characteristics arc similar to the electronics in the. rest of the
spacecraft so that systcm design, fabrication, testing, and
integration arc simplified. Since scmiconduc[cx  memories have
already been used successfully, albeit wilh care, in space
applications as processor and bulk mcrnorics,  the progression
[o expanding the application of semiconductor nlcmory  into

+ r. the storage function is not unnatural. $olid-state components
offer vibration insensitivity and cnvironrncntal  compatibility.
Semiconductor memories can provide sufficicr}l  radialion
inscnsilivity,  through design, fabrication, sc!cclion, and
operational control. DRAM -based data storage systems do not
require prcswrrimion.

Some of the limitations of scmiconducmr  memory
technology can bc controlled through systcm dc.sign.  If the
systcm can guarantee that ~wcr interruptions arc not a factor,
then the problcm  of inherent volatility of scnlicrmductor
memory tczhnology can bc disruisscd.

Radiation limitations arc an important factor.
Semiconductor memories can bc made to work by offering
sufficient radiation insensitivity [43) through technology and
part selection and shielding, as indicated in l~igurc 4. In
addition, constant monitoring of the memories can bc
performed. Codes in the data can bc incorporated which assist
in detecting and correcting bit-errors. Spare memory can bc



used to mask out failed memory areas. Self-annealing
propcrlhx  of radiation-damaged memories can Ix u.scd to rctum
previously error-prone memory pages back to service. Many of
thcso  functions can bc performed autonomously; in a manner
transparent from an operational view.

F’igyrc 4. k~dialion  sensitivities for total dose, single-event
upsets, and neutron flucncc  in Si for electronic technologies.

. . ---

V. DISCUSSION

As mission rcquircmcnts  have grown, data storage
capabilities have also grown, m shown in Figure 1. However,
technological limits in space and ground-based
telecommunications technologies, including transmission
power density, antennae sizes and scnsitivily,  and bandwidth
constraints; noi.sc  in the relatively low cxlpacity space channel;
and the trajectories and distances for a given mission;
ultimately limit the data rate and hcncc  capacity nccdcd in a
daLl storage subsystcm.  Thus, if the planctm-y missions, with
low data rates and long data acquisition times, arc compared to
earth-orbiting missions, which feature high data rates and low

* ?. acquisition times, the total storage capacity required can bc
seen to bc lixcd. The value of this storage capacity is currc.ntly
seen to bc near 10 Gbytcs.  In addition, it is noted that if
systcm rcquircmcnts  become too ambitious, then either
rcquircmcnts  can often bc lcsscncd  to rcducc the shcss on the
dam storage subsys(cm,  or requirements can bc distributed
across more than onc platform or into a mission series,

Hcncc, as indicated as WC1l in Figures 2 and 3, the pcrccivcd
lirnil of required data storage capacity supports the usc of
tcchnologica] improvements to improve normal iz,cd
pcrformarlcc.  Rcsourcc  consumption should rcducc and
reliability should incrcasc  in time pcr unit of storage and
acccsscd storage. 1: is nolcd lhat launch constraints place limits
on injectable mass, volume, and power. This serves to
motivate the usc of smaller spacecraft and even microspacccraft
if possible.

I’hc trends of linear storage density performance for
commercial and space applications is shown in Figure 3.

I’agc’10



Initially, the linear densities for space tape, commercial Mpc,
and commercial disk arc comparable, suggesting that the levels
of technology were comparable. In time, differences in
technological performance arc observed so that cxtmpolatcd
rates of progress show that commercial systems were
advancing at a rate greater than that for space systems, This is
consistent with the lCVCIS of investment in the two
technologies. This slower rate of progress for space tape
recording with respect to commercial semiconductor memories
indicates that a technological crossover was imminent. [44]

Given that a technology shift was made from magnetic tape
[o semiconductor memories, the question exists as to why
a]tcrnativc tcchrtologics  were not considered. Given that
missions could bc designed to succeed with cithc.r magnetic
tape or semiconductor memory, existing alternative
technologies offered performance which was inferior to either
magnetic tape or semiconductor mcrnory.  Tczhnologics  such
as magnc[ic  core, platcxf wire, and magnetic bubbles tended not
to provide sufficient Capacily  and data rate perform for the same
mass, vohrmc, and power. While magnetic disk technology
offers a number of good attributes, the pcrccived  compicxitics
of limits on issues such as mechanical reliability, bearing

. . . . . wear, prcssurizalion,  head crashes, vibration, induced torque
affecting spacecraft control, clcctromagnctic  noise, and
potential electronics incompatibilities, tends to affect its
selection with respect 10 solid-smtc  technology. tcchno]ogics
such as magneto.optical tape, optical tape arc typically not
considered as desirable bccausc of similarities to issues which
]imil  performance in magnetic k~pe rccordcrs  coupled with
limited technology cxpcricncc.

Since, there was interest in making a technological shifl
from magnetic tape, the attributes of solid-state rc~ordcrs  were
seen as desirable as indicated in Table 11. Bccausc of sol id-smtc
reliability, modu]arily,  scalability, dam rnanagcmcnt,  and
technology base issues; and the desire to plan for few paradigm
shifts in the long run, it was dcc.idcd  to accept lhc risk of

-t r“ making a significant but broad-based technology change. The
usc of dynamic random ar.ccss  memories, for example, to
achicvc  this goal was acccptcd.  Technological, systcm, and
operational adjustments were made to atklin  sufficient
radiation, environmental, and daw retention performance
through the usc of methods such as memory monitoring,
scrubbing, sparing, part .sclcction, shielding, sclcclivc  nlemory
usage, and the provision of kc.cp-aiivc power. [16, 42, 43]

As space daha storage systems look to the future, the matter
arises regarding how to atmin  greater pcrfonnancc, per unit
rcsourcc for a given mission. [36,44-45]. First, will the
currcm technology of choice evolve in this way, or will a
tc.chnology  shift again bc ncccssary? As sclniconductor
memory ccl] sizes diminish, intcrrchttcd  concerns of reliability
arise, with respect to ra(iialion,  signal lCVCIS,  signal-to-noise
Icvcls,  and timing. This conccnt  serves to help n~c}tiva[e,  in
part, the investigation of aitcr-n:itivc  lcchnologics  [45] such as
Vertical Bloch I.inc (VIII.) s(ora.gc dcviccs [46,47] and
nlcmorics  such as rnagrtclorcsislivc  random access memories
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[48]. Altcmativc  tc~hnologics  arc expected to have a place in
spaccflight  applications if technological maturily and superior
performance with respect to existing technologies can be
achicvcd.

VI. CONCLUSION

Data storage technology evaluation and selection has been
governed by a combination of technological capability,
technological reliability, performance at a sy.wcm level, and
practicality of implementation and risk avcrsivcncss at a
pro@ lCVCI. Historically, magnetic tape recording has bczn
the technology of choice bccausc,  when compared to
alternative technologies at the time, it provided sufficient
volumetric storage density, nonvolatile and radiation-
inscnsitivc  storage capacity, and data transfer rate in a
reasonable form factor at reasonable power lCVCIS; provided
reasonable data buffering characteristics; was supported by a
smblc technology base and was avaiiablc at reasonable cost;
and was capable of being cnginccrcd to satisfy known
spcccraft  rcquircmcrms.  By bolstering a tape rccordcr’s  inherent
attributes with appropriate cnginccring,  the tape rccordcr

----- offered functionally acccpmblc  performance for spaccflight
applications.

As semiconductor rncrnorics  and control electronics
advanced, it bccamc desirable to usc these tcchnologics,  with
appropriate systcm control to mitigate sornc of the
disadvanmgcs,  in order to ovcrcomc some of the limitations
present in Llpc rccordcrs.  Alternative existing nonvolatile
technologies of the time, such as magnetic cores, bubbles, and
plated wire, did not appear to offer sufficient sloragc
performance and additional reliability with respect to mass,
volume, power consumption, and systcm  support. Data
storage technologies for the future which hold promise for
future spaccflight  applications arc cxpcctcd  to be evaluated
with respect to the relative performance and reliability

* r’ characteristics of semiconductor mcrnory  technology.
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o Total Dose Threshold [rads(Si)]
•1 Neutron Fluence Threshold [neu./sq.cm.]
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